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ABSTRACT:

The Engineering and constructing semantic networks constitute one of the
foundational technologies in the fields of cognitive processing, natural
language processing, the semantic web, and the development of artificial
intelligence-based systems. Consequently, expertise in the design,
construction, engineering, maintenance, evolution, and optimization of
ontologies has played a crucial role in advancing intelligent technologies in
recent years, and this trend, particularly in the context of dependable and
responsible artificial intelligence, is expected to continue in the coming
years. The Holy Qur’an, as the sacred book of Muslims worldwide and the
primary source of Islamic religion, civilization, and culture, has consistently
served as a principal resource in the humanities and Islamic studies, as well
as in socio-religious service applications, within Muslim communities.

In this paper, a semantic network is automatically constructed using a hybrid
approach that integrates multiple technological solutions, including
ontologies, word embeddings, co-occurrence analysis, and Arabic root
extraction. After the construction of the semantic network and through the
application of clustering techniques, several semantic frames were
automatically extracted and designated as “abduction frames.” To evaluate
the proposed approach, a questionnaire-based assessment was conducted, in
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which 1,295 individuals participated voluntarily. The results yielded a
precision of 69.47% and a recall of 85.35%. Additionally, a mixed
quantitative—qualitative evaluation conducted by a panel of experts rated the
validity and innovation of the proposed method’s outputs as “good.”

KEYWORDS: The Qur’an, Ontology, Word embedding, Co-occurrence,
Semantic frame, Abduction, Association, Collocation.

1. Introduction

Constructing a semantic network requires the integration of multiple
components. The approach employed in this paper focuses on the automatic
construction of a semantic network. Modern approaches to computerized
Qur’an mining were established in the second half of the 20th century by
Muslim scholars, in parallel with advancements in computational processing
equipment. In the early years of the 21st century, as natural language
processing and semantic computing methods flourished, these approaches
gained greater coherence and diversity. From 2010 onward, with the
emergence of novel artificial intelligence techniques such as deep neural
networks, these methods were increasingly employed to further expand this
research domain. Following the widespread introduction and success of
large language models (LLMs) between 2017 and 2021, and continuing to
the present, researchers have adopted methods based on this computational
infrastructure—such as machine comprehension of texts, automatic machine
tagging, and prompt engineering techniques—within the field of
computerized Qur’an mining.

The knowledge of Qur’anic exegesis encompasses a substantial corpus
of profound insights and wisdom preserved in interpretive texts. Semantic—
and even cognitive—processing of this valuable corpus can lead to
significant advancements in understanding the Holy Qur’an through
computerized Qur’an mining. To achieve this objective, robust semantic
processing infrastructures must be applied to existing exegetical texts,
whether through human, semi-automatic, or fully automatic methods.
Among the most important of these semantic infrastructures are semantic
networks and ontologies. In the present paper, we propose a multifaceted
solution for the automatic generation of an abductive semantic network for
the Holy Qur’an, employing a hybrid engineering approach. This solution
integrates advances from information engineering, information retrieval,
natural language processing, word embedding systems, and semantic-
cognitive computing.
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2. Theoretical Framework

2.1. Ontology

Ontologies serve as formal and explicit representations of conceptual
structures and are essential tools in semantic networks. An ontology
comprises several components, including concepts (classes) (C), relations
(properties) (R), instances (I), axioms (A), data types (T), and values (V)
(Gruber 1993). Ontology relations are divided into two main categories:
taxonomic relations and non-taxonomic relations. Non-taxonomic relations
encompass several subcategories, including Part-of, Antonymy, Synonymy,
Possession, Causality, Hypernymy, and Hyponymy.

In the Persian language, a number of ontologies have been developed.
Some of these are domain-specific, as outlined below:

= IrGo: A general ontology of Iranian traditional medicine based on
Makhzan al-Adwiyah. This ontology includes 3,521 classes, 15
properties, and 20,903 axioms (Naghizadeh et al. 2021).

= PMD: An ontology of diseases in Persian medicine, designed to classify
diseases in traditional Persian medicine. This ontology contains 529
classes and 41 properties (Persian Medicine Diseases Ontology 2019).

=  QuranJooy: Developed by the Iran Telecommunication Research
Center, this ontology includes more than 69,000 concepts and 8,000
instances (Mirarab & Khorram 2022).

= Borhan: This ontology focuses on Islamic Figh (jurisprudence)
principles and includes more than 6,000 classes and 2,000 relations
(Mirarab & Khorram 2022).

= FarsNet: In addition to these domain-specific ontologies, FarsNet has
been developed as a general-purpose ontology, containing over 100,000
entries (Shamsfard et al. 2009).

The table below (Table 1) lists several prominent studies on
computational ontology development for the Holy Qur’an conducted
between 2023 and 2025. These studies emphasize ontology engineering,
ontology modeling, text mining, and natural language processing. They
originate from universities and research institutes in Germany, Indonesia,
Egypt, Turkey, Iraq, Pakistan, Iran, China, Malaysia, Japan, and the UK,
demonstrating the global scope of research efforts in this field. Specific
references corresponding to each study title are provided in the references
section.
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Table 1. Several prominent studies on computational ontology development for the Qur’an
(2023-2025)

Ontology | Ontology .
No. Research Title Engineering| Modeling Techlrl;ipues Text Mining | Key Results Egli'::rti';n
Approach | Approach q
Investigating Retrieval- Creating .
Augmented Generation in Semantic LLM, BERT, Text a_\nd Analysis of Rglevance,
1 . - RAG ] - Meaning 13LLM  Faithfulness,
Qur’anic Studies Ontologies ' Embeddings Extraction Models Correlation
(Khalilaet al. 2025) of Surahs
. . . text- ..
Computational Analysis of |Extraction of Knowledge . . Implicit
2 |Qur'an TextusingML and | Qur’anic | Graph of ergtff;dleng- Agﬁjl Ztizlfl gnd Semantic %?S:tfr?rfe’
LLMs (Shahidet al. 2025) | Patterns Verses GPTg 4’ g Patterns 9
) ) TF-IDF, )
3 SEE‘;:S:LZ%JE‘E:;?}";_ Semantic | Key Concept SVD, Theme 10 Distinct ggl\:;gls;
Bagarah (Salah et al. 2025) Clustering | Extraction Ul\rﬂnﬁ:n,sK- Analysis Clusters Silhouette
QuranMorph: —
Morphologically Morphologic Lemmatizati SAMA/Qabas, Morphologic 77,429 IAA’,
4 ) on and POS A - Words, 40 Cohen’s
Annotated Corpus al Tagging Taggin Lemmatization  al Parsing Tags Kanpa
(Akra et al. 2025) gging g PP
. Semantic GPT-4,
LLM—Base’d Approach for  Question Response BART. Question F1 = 95% BLEU,
e O G0} Coneept — porresentatic LLAMA, | Analysis | with BART ROUCE FL
(Saadaoui et al. 2024) Extraction ! Score

on CoT

Developing a Qur’anic QA |Extraction of Urdu ROBERTa, Semantic |MAP =0.85, Precision,

6 System (Urdu) Qur’anic Semantic TF-IDF, _
(Tariq et al. 2025) Entities Modeling SBERT Search F1=088 | Recall@K
Qur’anic Conversations: Search Arabic  Arabic NLP, Phrase T Precision
7 Semantic Search Concept Semantic Semantic p ‘

(Shohoud et al. 2023) Extraction = Ontology Search Ul T Pleaistion | Bezll, bR

Connected

Linking Qur’an and Hadith Extraction of  Qur’an— BERT Relation Linking Two Tonic

8 | Topics through Ontology Cross-Topics,  Hadith Embeddings, Extraction Islamic Ali n'?nent
(Alshammari et al. 2024) P Cellfie Sources g
Ontology
Enhancing Qur’anic Ethics Extraction of RETEETE - High F1-Score,
. on of Sentence Semantic .

9 through NLP-Based Search  Ethical Quranic Transformers| Analysis Precision and User

(Aftab et al. 2025) Concepts Vs Y Recall Evaluation

2.2. Abduction (Tada )

In the Amid Dictionary (2010), three meanings are provided for the term
tada‘'t (abduction): A. The principle or state in which thoughts, ideas,
emotions, and experiences become interconnected, such that they emerge
sequentially in the mind; a chain of thoughts or notions; B. Calling upon one
another and gathering together; C. Recalling or remembering. Moreover
abduction (tada‘i) is defined as calling upon one another, and in psychology,
it refers to the relationship between a phenomenon and its associated
thoughts (Pournamdarian & Tehrani Sabet 2010). Lobo describes abduction
as a process for explaining the observable influences of phenomena in the
universe (Lobo & Uzcategui 1997). Ernest defines abductive relations as the
chain of antecedents and consequents of an expression (Ernest 2023).

As is evident from the meaning of the term “abduction” (fada‘i), the
intended sense in this paper is the recalling of a word as a result of seeing or
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hearing another word. In English, two equivalents exist for fada‘r: in the
context of logic, the term “abduction” is used, whereas in the context of
psychology, the term “association” is employed.

3. Scope of Prior Approaches

Numerous methods have been employed to construct or develop
ontologies, semantic networks, and associative structures. Mohammadi and
Badie, in their article, proposed a method for extracting concept chains and
assigning scores to them. First, the text is segmented and semantically
parsed. Then, concept chains are extracted. Finally, key concepts are
identified using the assigned scores and a predefined threshold
(Mohammadi & Badie 2017). Ahmadi et al. (2017) utilized a lexical co-
occurrence method to extract concept hierarchies in the field of
scientometrics. Mousavi et al. (2017) presented a method for constructing a
Persian ontology by establishing links between Persian words and PWN
(Princeton WordNet). This WordNet contains 16,000 words and 22,000
synsets. The accuracy reported in this study was 91.18%. Mousavi and Faili
(2021) improved upon their previous work by adding Persian compound
verbs to the existing ontology. The method employed in this study also relied
on supervised learning.

Humans typically present their observations based on their background
knowledge. This process resembles abduction more closely than deductive
reasoning, as it requires assumptions that are not explicitly present in the
observation itself. Humans possess the ability to comprehend complex
situations, a capability that does not necessarily arise directly from
observation (Langley & Meadows 2019). Al-Salhi and Abdulla (2022)
introduced a method based on domain-specific language mapping for the
automatic construction of a Qur’anic ontology. Ghayoomi (2019) proposed
a method for automatically determining word meanings based on word-
embedding vectors. For each target word, two vectors were constructed: one
representing the word itself and another representing the contextual
environment in which the word appears. Soliman et al. (2017) presented a
trained word-embedding model using a dataset that included Twitter data,
web data, and Wikipedia content. The technique employed in this study was
Word2Vec.

4. The Proposed Solution and Its Method Engineering

In this section, after examination of the scope and limitations of prior
approaches, the proposed technical solution is introduced. It is noteworthy
that the rationale underlying the engineering decisions made during the
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development of the proposed solution, which constitutes a significant
portion of this paper’s technical contribution from a method-engineering
perspective, is explained at each step of the processing pipeline in this
section.

Figure 1 illustrates the overall workflow of the proposed approach. First,
the text of Tafsir Nur is converted into a structured dataset, and its
constituent words are extracted. Then, TF-IDF is applied, and a threshold is
used to select the final set of relevant words. In the next stage, and in parallel
for these selected words, a co-occurrence matrix, word-embedding vectors,
Persian FarsNet ontology relations, and connections to Arabic root
extraction are obtained. Finally, based on the relations derived in the
previous stage, abduction pairs and abduction frames are generated.

The Text of
Tafsir Nar
l_r/ Corpus P
Construction
| Co-occurrence

—

-~
ﬁ > ‘ Word Embeddings J > l Abduction Pairs
: /-

Abduction Frames

[ FarsNet Ontology

.
Figure 1. General Method of the Proposed Approach

This process (co-occurrence matrix, word embedding vector, Persian
FarsNet ontological relations, connection to Arabic text root-finding, and
finally clustering) was conducted in three cases:

1. Identifying final words using TF-IDF thresholding
2. ldentifying final words using a thesaurus

3. ldentifying final words using normalization, word embedding, and
FarsNet

4.1. Corpus Construction

To prepare the corpus, the Tafsir Nar (Qara‘ati 2004) was selected. The
reason for using this Tafsir is its simple and fluent text, which makes the
concepts of the Qur’an accessible to the general public. The source of the
corpus is the Islamic Encyclopedia website (https://wiki.ahlolbait.com).

The Qur’an Comprehensive Database website (https://quran.inoor.ir)
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provides thematic categorization of verses. Using this site, verses related to
the Hereafter were selected, comprising approximately 1600 records.

4.2. Preprocessing

After constructing the corpus from the Tafsir texts, preprocessing was
performed. Preprocessing consisted of four stages: normalization, removal
of extra punctuation marks, stop word removal, and lemmatization. The
Hazm library was used for the preprocessing stages. After preprocessing,
the number of words decreased from approximately 19000 to 17000.
Subsequent processing stages were conducted separately for the three word
categories. After removing low-frequency words (and applying TF-IDF
thresholding), the number of words reduced to approximately 4000.

4.3. Co-occurrence

The co-occurrence matrix, a square matrix representing the probability
of words appearing together within a window size of 5, was computed.

4.4. Word Embedding

The two main approaches in word embedding systems are CBOW and
Skip-gram (Hinton 1986; Mikolov et al. 2013). Commonly used models
include word2vec, GloVe, and FastText (Chawla 2018). This study utilized
two pre-trained word embedding models: AminMozhgani and FarsiYar. The
Mozhgani model (n.d.) is based on the word2vec word embedding trained
on the Persian Wikipedia 2016 corpus (wikipedia_fa_all_nopic_2016-
12.zim). Approximately 2000 words were extracted from this model. The
FarsiYar (n.d.) corpus collection provides several services for Persian
language processing (https://text-mining.ir/corpus). Among the multiple
word embedding models available in this corpus, the GloVe model was
selected. Approximately 2900 words were extracted from this model.

After extracting the word embedding vectors (separately for each of the
two models), cosine similarity measurement was performed. The
meaningfulness of high-scoring word pairs indicated the validity of the
proposed models (e.g., the word pair "Hazrat" and "Hassan" from the
Mozhgani model, and the pair "adab" and "rusum™ from the GloVVe model
had high scores).

4.5, FarsNet

FarsNet was selected as the best and most comprehensive Persian
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WordNet. This ontology offers several advantages over other Persian
ontologies:

e FarsNet covers more than one million nodes (words).

e Itis general-purpose.

e It was manually produced (non-automatically), thus having very high
reliability. Additionally, it is continuously updated with the help of
crowd-sourcing.

e It provides a suitable application programming interface (API),
available both online and offline.

e It has been practically evaluated in various applications and is
recognized as a key technical infrastructure for Persian NLP.

Using the FarsNet web-service, synsets exactly matching the words were
retrieved and stored.

4.6. FarsNet Usage in the Proposed Approach

For each word, the corresponding synset ID, sense ID, synset text, noun
category, verb past stem, verb present stem, verb type, semantic category,
and part of speech were stored. Through matrix processing and utilization
of the FarsNet ontology, relations among words in the Tafsir texts of the
verses were derived (Figure 2).

L Synset Fetching from FarsNet Service J
Ve
L Synset Information Processing
v
L Relation Extraction ]

Semantic Computation & Selection of Four Principal
Ontologic Relations for Final Target Words

Figure 2. Method of Extracting Relations Using the FarsNet Ontology

4.7. Word Roots in the Qur anic Text

The text and wording of the Qur’an are highly sacred and meticulously
structured. Many Qur’anic scholars believe that the Qur’anic text possesses
linguistic inimitability. Accordingly, the Arabic Qur’anic text was also
employed in this study.

This research proposes a method to establish connections between two
texts in different languages that are related (not necessarily translations of
each other). Here, the Arabic text of the Qur’an and the Persian text of Tafsir
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Nir constitute these two texts. Since they are not direct translations, one-to-
one mapping cannot be applied. Instead, this study proposes a TF-IDF-based
method applied separately to both texts to computationally link them.

4.8. Forgan Corpus

Using the Forgan corpus (Estiri et al. 2013), the roots of Arabic words in
each verse were first extracted, followed by computation of TF-IDF scores
for these roots across the verses (Figure 3).

Arabic Text of The
Qur’an

|
/t Forgan Corpus J

A

l TF-IDF Vectors
v .
(for roots in verses)

l7 {Finding Pairs of Verses with]

at Least 3 Shared Roots

l;_/ Computing Textual Relation

Figure 3. Method of Calculating Relations between Words Based on Verse Word Roots

4.9. TRR Relation Calculation

This relation is derived based on the previously computed TF-IDF scores
of roots and words.

1. Identifying pairs of verses that share more than 3 common roots. If a
pair of verses shares fewer than 3 common roots, they are considered
unrelated.

2. Calculating the RR relation (Root Relation): For all common roots in
each verse pair.

n

RR,, = z Tyox*Trpy

i=1
n : Number of Common Roots Between Verses x and y
Ty, x : TF-IDF Value for Root r (the i-th Common Root) in Verse x

T,y : TF-IDF Value for Root r (the i-th Common Root) in Verse y

X,y : Index of Verse Pairs with More Than Three Common Roots (If X,y
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Share Fewer Than Three Common Roots, It Is Zero)

The matrix below is constructed using the root relations derived from the
Verses.

RRy; .. RRyn
RRya=| ¢+ =~ i
RRy: .. RRpym

The matrix is a square matrix with rows and columns equal in number to
the verses.

3. Calculation of TRR for all words:

m

TRR 0y = Z Ty * Tug, * RRuaty
ij=1

W, , wg: Persian word a and Persian word 8

Tw,,.: TF-IDF vector value of the word in the interpretation text of i-th verse

Tw,, - TF-IDF vector value of the word in the interpretation text of j-th verse.
J

RRyae; ; : Entry corresponding to verses \(i\) and \(j\) in the matrix.

Some of the results from these calculations with high TRR values are
presented in Table 2.

Table 2. Some of the results with high TRR values.

‘ First Word Second Word ‘
Sles gl
s )
s gle
olee [IRRY]
Zwld [P¥:]
Ok sald

4.10. Matrix Weighting, Summation, and K-Means Clustering Method

Using the matrices obtained from the previous sections, a square matrix
was constructed where the rows and columns represented the final words.
The K-Means clustering method was applied to the resulting matrix. The
clusters obtained are referred to as "abduction frames." Some of these
clusters are presented in the table 3. Note that only a portion of the cluster
members are shown for display purposes.
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Table 3. Some Clusters obtained from K-Means method.

Cluster 1 Cluster 2 Cluster 3 Cluster 4
S 0390 Uy &l
PHl{RES > s solazw!

p ls b ol
aws Sub Soleds Jlesl
£y Dlglyes S plsl
S Cdas EYRVY S|
sucld b6 XN ile
Githae P Sl gl
e e oS -
4y Jsals ool

Figure 4 shows the Davies-Bouldin index values for different numbers
of clusters.

Davies-Bouldin Score

0 50 100 150 200 250 300
Figure 4. The Davies-Bouldin Score for different numbers of clusters

As shown in Figure 4, although the criterion continues to decrease after
200 clusters, suggesting apparent improvement, an excessively large
number of clusters reduces the interpretability of the clusters and may lead
to overfitting of these semantic clusters. It is noteworthy that other clustering
methods (such as agglomerative and divisive clustering and DBSCAN) were
also employed, but they yielded significantly lower output quality compared
to K-Means.

4.11. Thesaurus Method

One effective approach for selecting appropriate words in constructing a
semantic network is the use of a thesaurus. In this study, the Thesaurus of
Qur’anic Concepts (2007) was utilized, which is available digitally through
the Noor website (https://noorlib.ir/book/info/5028).

This thesaurus contains approximately 3000 single-word Qur’anic terms.
Of these, around 1200 words were found in the corpus used in this research
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(i.e. mentioned in the resurrection verses). All previous steps were
performed separately for these words. First, words not present in the
thesaurus were removed. Then, the remaining steps were applied to the
surviving words.

Davies-Bouldin Score

1 20 30 40 S0 60 70 80 S0 100 110 120
Figure 5. Davies-Bouldin Index Chart for thesaurus Word Clustering

The above figure displays the Davies-Bouldin index values for various
numbers of clusters. Based on the chart, 90 clusters were selected for use. In
Table 4, some resulting clusters by this method are presented.

Table 4. Some of the clusters obtained using the K-Means method in the thesaurus section
with 90 clusters

Cluster 21 Cluster 11 Cluster 7 Cluster 4
oo o 294 by
Mo oliel olae ol5sl;
& ol S <)l
©3) asdllae &) O
S Sl A Sk
obs calis ol oy
P 37y SN <)
S s ksl slax!
25 pole =Ky o9

4.12. Normalization

The total number of words used when IDF values determined the
threshold was approximately 4,000 words. Additionally, among these words
were meaningless terms, errors (typos), and words that had been incorrectly
stemmed. In the thesaurus section, the total selected words numbered around
1,200. Solutions were proposed to address each of these issues.

Problem 1: Some words that had been incorrectly stemmed. These
words were divided into two categories: Persian and Arabic.
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Solution: The Persian text processing library AIPA (https://aipaa.ir) and
the Arabic text processing library Qalsadi (https://pypi.org/project/qalsadi)
were utilized. Qalsadi is a Python library used for Arabic language text
processing. This library also features Arabic stemming capabilities
(Zerrouki 2020).

Normalization by
Hazm Library
lﬂ > Removal of
Punctuation Marks
L\/' Stop Word Removal
Using Hazm Library

> Root Extraction I
by Qalsadi Library
|
Figure 6. Root Extraction Process Using AIPA and Qalsadi Tools

After initial normalization, words were listed and then root-extracted
using AIPA. In the next stage, these words (which had undergone Persian
stemming) were processed by Qalsadi for Arabic Root Extraction. Given
that both tools (Arabic and Persian) have errors, human judgment
determined which stemming\Root-Extraction was more accurate. This file
was then used for root extraction of the words. From approximately 17000
words stemmed using the Hazm library, around 15000 words remained after
all.

Problem 2: Words that were meaningless or erroneous (typos).

Solution: To exclude meaningless or erroneous words, a condition was
established. For a word to be included in the final word list, it must belong
to at least one of the following categories:

1. The word exists in the AminMozhgani or FarsiYar word embedding
models.
2. Co-occurrences of the word are present in FarsNet.

Words not falling into these categories were removed from the corpus,
leaving approximately 7000 words. For these remaining words, TF-IDF
vectors, co-occurrence matrices, and TRR (Arabic stemming) were
computed. The matrices were then combined according to the previous
priorities. Following the formation of the final matrix, the words were
clustered using the K-Means method.
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Davies-Bouldin Score

100 200 300 320 340 360 330 400 420 440 460 480 500 520

Figure 7. Davies-Bouldin Index Chart for Word Clustering in the Normalization Section

Figure 7 illustrates the Davies-Bouldin index for various numbers of
clusters. Based on the chart, 420 clusters were selected. Note that in both the
TF-1DF threshold method for final word selection and the thesaurus-assisted
selection, a large number of words clustered together in a single group. In
the TF-IDF threshold approach, approximately 1300 words fell into one
cluster, while in the thesaurus method, around 300 words did so. This
phenomenon generally stems from two factors:

1. Low informativeness of the word (absence from FarsNet or word
embedding models).

2. Low connectivity of the word (very low scores, near zero, with other
words).

Due to this issue, a significant portion of words (about 30%) lacked
interpretability and were not included in abduction frames. However, this
problem was less pronounced in the normalization section, where the largest
clusters contained around 400 members each, comprising less than 14% of
the total words.

Table 5. Some of the clusters obtained using the K-Means method in the normalization
section with 420 clusters.

Cluster 33 Cluster 28 Cluster 10 Cluster 6
s S o 297
olas - J&z D58
<br S ez oy
o g3 oy I S
ooy ) ey % ol
A9 Lo ey el
Sy Oly> & i
Lo e el Gble
EWES) Lol I Olazg
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5. Evaluation

5.1. Questionnaire

For the external evaluation criterion, 10% of the clusters from each
section were randomly selected, with the condition that they contain at least
10 and at most 40 members. For the TF-IDF threshold condition, 20 clusters;
for the thesaurus condition, 12 clusters; and for the normalization condition,
42 clusters were randomly chosen. After cluster selection, 10 members were
randomly picked from each cluster. These 10 members are identified as
positive. An additional 10 members were randomly selected from other
clusters. These are identified as negative. For each user, a form is displayed
that asks about the degree of belonging of a word to a group of words. Users
must rate the degree of a word's belonging to a group on a scale from very
high, high, medium, low, and very low. Two scenarios exist for the queried
word:

1. A word is randomly selected from the cluster-related words (true
positive) and becomes the query word. The ideal response here is "very
high".

2. A word is selected from unrelated words (true negative) and becomes
the query word. The ideal response here is "very low".

Two questions are asked per cluster: one for true positive and one for
true negative. Each user receives a total of 6 questions. Additionally, age
and gender are collected from each participant. To gather data from various
individuals, advertisements were posted three times (once per experiment)
in a Telegram channel (https://telegram.me/OfficialPersianTwitter) with
approximately 500,000 members. Multiple advertisements were placed at
meaningful time intervals to balance the data collection.

5.2. Evaluation Method

If a respondent selects "very high" or "high," it is considered a positive
evaluation. If "low" or "very low" is selected, it is considered negative.
"Medium" responses are excluded due to respondent uncertainty. Four
values are defined for evaluation using metrics such as accuracy:

- True Positive (TP): The model agrees with human judgment, both
indicating high word belonging.

- True Negative (TN): The model agrees with human judgment, both
indicating low word belonging.

- False Positive (FP): The model indicates high belonging contrary to
human low assessment.
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- False Negative (FN): The model indicates low belonging contrary to
human high assessment.

Five metrics—accuracy, precision, recall, specificity, and F-measure—
were computed for evaluation.

5.3. Experiments Conducted

Multiple experiments were conducted at time intervals for data
collection. Across three experiments, 1,295 volunteers participated in the
dynamic online questionnaire, each answering 6 questions, yielding 7,770
responses stored. These questions evaluated a total of 71 clusters.

It can be observed that there is no significant difference between the
results of the first and second experiments and the combined results of the
first, second, and third experiments, with outcomes showing convergence.
The overall results from the three methods—TF-IDF threshold, thesaurus,
and normalization—are presented in the table 6, 7, 8.

Table 6. Number of Participating Persons in each Experiment

Method .. TF-IDF
Experiment Order Normalization R Threshold
Number_ of Partlc[pants in the 180 53 83
First Experiment
Number of Partlmp_ants in the 236 65 116
Second Experiment
Number of Participants in the 348 81 133

Third Experiment

Table 7. Evaluation Results for the Combined First, Second, and Third Experiments (values
in percentages)

Criteria AT ..
Experiment F Specificity Recall Precision Accuracy
TF-IDF Threshold 62.09 81.34 73.37 53.81 67.89
Thesaurus 62.5 83.61 75 53.57 69.23
Normalization 62.44 87.49 79.22 51.52 70.20

Table 8. Overall Results of Accuracy, Precision, Recall, Specificity, and F-Measure.

‘ F ‘ Specificity ’ Recall ’ Precision Accuracy

62.35 85.35 76.93 52.42 69.47

5.4. Qur’anic Experts Evaluation

A separate questionnaire was designed for Qur’anic experts. 12 clusters
were randomly selected, and from each cluster, 7 words were chosen to
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ensure cluster coverage and diversity. Two questions were asked per cluster:

1. To what extent are these concepts semantically related or associated?
This question had 5 options: very high, high, medium, low, very low.
Very high was scored as 5, and very low as 1.

2. If the computational Qur’an mining detects associations between these
concepts, does it identify innovative connections (from a research
perspective) among some concepts? This question had 4 options:

- Yes, the connection is highly innovative research-wise.
- Yes, the connection is innovative research-wise.
- No, it is relatively established in prior research.
- No, the connection is entirely obvious and well-known.

The first option scored 4, and the last scored 1.

Seven experts participated. The average score for the first question was
3.74, and for the second, 2.6.

6. Conclusion

This study presented and evaluated a technical approach for creating
association semantic networks for the Holy Qur’an. Results indicate that
natural language processing methods can automatically and semi-
automatically generate abduction semantic networks for the Qur’an using
interpretive data, base ontologies like FarsNet, and word co-occurrences in
VErses.

Evaluation by Qur’anic experts shows that the outputs exhibit strong
semantic connection accuracy and innovation discovery. Thus, generating
abduction semantic networks for the Qur’an holds practical significance for
Qur’anic and Islamic studies communities.

A key outcome of this research is the recommendation that producing
abduction semantic networks using various technical methods be considered
a vital and practical topic in future computational Qur’an mining research,
particularly in semantics, interpretation, and cross-lingual studies
application domains.
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